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Rece?tive iields rn :he r"E:r'd :r:::tl--e -'i''':.

iirsi neasurements taken cver r-he (Ciscre:e) arsuf,a

;;;;;. why are chey cj'rcurar surround wr:a trn excr-

tatorv,/innibrtory s--ructure? i{a nypcrnes!ze r-na: r-:e"

provice a representation of r-he !'isuai :a:cre'l'n :r

a fom suitabie foiliransni'ssron over !l-'e '9:ic 
ner'/e '

" 
."in"t linrted channel' The hi'Poihesis l3 supported

Ui' a ao*, screne Ior :ecoasL:trc::ig :': jii :lf :r:e-
tion at the cortex. The scheme is bo--'i 1;i:"-;loic-
grcatly plausrb:e, and leais to a :''ioer :: I r=:i:-
tio., u-lorr receptive fiel<i srze' ltru'::re -ard 

:' !":-
acuity that are suppor"'ed' The exlsience f: 3:'a tr

schenu srgge.ts that the analJsis of':isua'L ilforra-
tion realiy begins in the cortcx' a suggesLlon tnat
stands in strong opposition Lo man./ currenc bclre:s
about "edge detection".

we have developed a theory of inage reconst-
ruction which explains precj'sely how it rs -possible
iiui-a.a"ir"a visual inlormati-on can be na<ie availaLe
to the cortex. The theory provides a stng}e' consrs-

t"nt tol. for Fuch of the sPatial processing along

the x-Pathway fron the retina through the lateral
geniculate nucLeus to che vj'sual cortex' Tf,e need

;;;-;t. !nlomation follows' In principLe' from the

precj,sion with which we can interact wi:h our vrsual

lnviroment II] - Under the assunPLi'on thal receptrve

fields carry measurements lilat can be reprcsenteC !r7

operator convoluti-ons, the theory accounts for the

iiri"ri"g physj-ol-ogicat observalions: (i) retinai'

receptive fieLds have a cenEer surroud orqanization'
with d excitatory center and j'nhibiEory surrcunci;

as we!1 as (ii) wit'h an inhibieory center and excita-

tory srrroua [Z] ' We are using.Ehe t:rss,as. cefi'nec

i.-t:i, to stress the antagonistic maRner in which

infomation is conbined within a receptrve ilelc'
(iii) At the cortex, receptive fields span a range o!

sizes [4]. The theory takes lnto accounE Lhat (iv)

;;;;;"= have a linited capacitY to carry ir'fcmation'

.^i tn.a (v) neuons along the x-Path*ay 
-:t'" '

rather low spantaneous fi;inq rate [5]' Finally' for

iruly accurate reconstructions th€-th:"t1- t-"1::: 
,-

(v!) the Presence of addj'tional side lci:es ]n cerLarn

corticaL recePtive fields [6;?] ' Since. lnese facts

sumrize most of what is knom about the basic X-

pattrr"y, the suggestion that the analysis of visual

lnformtion begins in the cortex becomes very much

rcre plausible'

T'he remnstructi.on scheme is based on a resto-

raaion of data obcained from recepcive fj'elri reasure-

o"aaa. An essential feature of these neasuremenis !s

the blurring or diffusi-on of information' *ht'ch ve

shalL rcdel accordrng ro the heat equatron' ir'hrle

the formal role of the heat equatj'on wiII tie intro-

ducec shortly, the intuj'tion comes fron tire observJ-
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r-ron 'Lhac a unit ir,pulsa oi ileat :;: i:ses in:c incre-
asinglv larger Gauss!il distr:but-rons as t-ir' irocee'is
{aig. 1). Such a (r-emporal) spreai wiil becone ane-

igous tc r:.e (spatial) extenE cf 3 r'icepc:ce :il'

i{athema-L1cal1y, Ie*- : (x) denote ti:e lnrtrai
!:emperature distribution as a frnctron cf the spaElai

variabie x e Rn. Ta'en a solutlon tc che aeat ':quaLlon
j(Y,:,, E ), iatrsiTrnq

u(x,l) = f (x)

cen !e obtained from the convolution

Iu(x,t) = , xtx-x',c) f(x') Cx'
) t.

]R

where K(x,t) is the "source" kernel [3j

-^ /. -'-12K(x,L) = (2'L) "'' e'"'/4t'

Since the kernel acts as a blurring operator' we can

regard the distribuLions u(x,t) as representing con-

tinuously coarser representations of the original
data f(x) as t increases' In fact' assming f(x) is
bormded, u{x,t) as given above is analytic' rt is
the unique bounded sofution to the heat equation

u = Aut

satisfyrng u(x,0) = f(x), other (bounded) sol-utions
... t.cht!.aLlY possible, but the function u(x't)
given by convolution against the Gaussian kernel K i1
ih. o.u thaL naturally occurs in physlcal systems'

Suppose initial image data were blurred by a

Gaussian kernel. Is it Possible to reProduce the
original data? Specifically, gj-ven g(x) = u(x'r) ' for
some fixed r > O, is it possible to solve the heat

equation backwards to recover u(x,t) for 0 < t < r?

There are two seParate aspects to the answert
whether recovery is possible in principle and whether

it is Possible !n practice. 1n principle it can be

shown that necessary ad sufficient conditions for the

existence of a solution to Ehe heat equation' u(x'E) '

c < t < 1. satisfying u(x,1) = g(x)' x a rRn' are that

sfxl fe analytic, and that the extension of q(x) Eo an

analytlc funttion of several complex !'ariai:'les g(z) '

z e Cn, sati-sfi€s certaj'n growth condi'tions' Both of
these ccndi-tions, analyticity are bounded growth' fit

smoothlY into the vision contexE'

Given the existence of a backsolution' calcula-
ting lL may still be j-mpractical' The difficultv is
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that t.he backward heat Problem is unstable; thaE is'
a small- change in the initial data q(x) cil lead to an

arbj.trarj-ly large change in u(x,t)' No matter how

well 9(x) is approxinated nmerically' there will
always exist exmPles where Lhe resulting calculatj'on
for f(x) is arbitrarilY far off'

Nevertheless. John [9] has shohn tnat' if a

non-negative backsol,ution exists, then stable recon-
struction ef s(x,i) is possible for a < t < i' uaere

a > 0 is fixed. Speciflcally. suppose tha+ C < 9(x)
1 u, and that g (x) j.s sepled so Lhai it can be re-
;onstructed to within accuracy e' Then an esrimate
u(x,t) can be formed using di'screte kernels such thaE

the error 1I(x,t) - u(x,t) . for a < t < T, :s bounded
1- a,

by a constet (dependinq on a) Lrnes-u' ' '.'' Here 0
is a nunDer between 0 and 1, which implies tnat, e.9.,
a twofold increase in the accuracy of reprcduclnq
u(x.t) requires more thar a twofoLd increase in the

representational accuracy. The coefficients of this
kernel are shown in YLq. 2.

In sl]mary. then, the essential restricErons
arcunts to iequiring that g(x) be bounCed, tnaE a non-
negative back solution exists, sd taat a sclution
is sought only back as far as some Positrve trme

t > a > O. And, for numerical st3brlity, ee must

r.!.".Ett g(x) as accurateLy as possibie'

The Physiological interpretatioi be;ins Hith
the earLier points (i) and (ii) : ihai receirtrve fields
have il antagonistic center,/surround organizaiion'
Such local operati-ons are useful in data cocrng' since
they comPress the required dynanic ranqe of a channel

[10.1]1. Ttrey may also exist ir primale vrsual
systere for evolutionary reasons' 3u", since they are

oloaifying the initial l!-qht measurements' they would

seem Eo mke reconstructi.on more ilffi-cul'' somehfr

their effects need to be undcne' llcwever' as we now

show, given the form of these oPerators' we lusc need

to add an extra step onto che reccnstrucr-1on schene'

Circular surround receptj've:ieli3 haie been

modeled by kernels given ei'ther as -'he difference
of two Gaussians t12, 131, or as the I-aPlacian of a

Gaussian [14]. Although tnese xemels are i:sr-fn:t'
we can iite:ilrei- the fomer as a iiscre:e al:Iog of
the latLer. This iollows sln3e the heat kerneL K(x't)'
a sclution of ti^e ilear equat:on' sa'-]s: res

\r,v ir = 
- 

iltx,:, \- .-1 .i,:.,-i:r:{,i.ill
ii

ii, - '-21

whlc: rs efg il:ieren'e ''l trc Jcrj'":d:::' 'i' tie:e-

fore take

vix,:; = .lKrx - x" :) : tY') jr'

F.''

as a contlnuous versaci c: 'ire ii'l'-:31 f,Easur€menr-5 '
where t paraneLerlzes 'Jre e5fecilve i::' c: '!r'e rece!-

tive fj'eid. Ncte tna! v(x't) is onll" available for

t > T, where r coaresponds to t)e slze o! tLe smllest

releptive fie.Id. Siice

v(x,t) = f I K(x - x, t) f(x') dx'
,,n
IR

v(x,t) can be inte:prete<i either as ihe Laplacian of

the blurred intensrry data, i'e" as Lu(x'i) ' or as the

bcunded solutlon to the ileat ec-uatlon uslng the inr:ral
data lf(x). Erom the former interPretati'on and the

face LhaL u(x,t) satisfies Ehe heat equation' we have

rhat v(x,t) = Au(x,t) = $ u(x,t)' so

Now, u(x,T) !s nearly constant for large T' so the
above integral can be used to recover f{x) rcdulo an

aCCitrve constarlt- From the other interpreEation of
v(x,t), we see that v(x,t) is j-tself a solutj'on t'o the

heat equation. Thus the values of vix't) ' for
O. t . r. will hawe to be obtained by backsol-ving the

heft ef,uation using v(x,T) as ini'tial data'

To di,scuss physrotogical realizations of tnese

fomulas, we must confront problems of dj-scretization
and stability. The recePtive fj-eld measurements v(x't)
are not continuous in t, but ralher are given by ehe

Jir...t" approximation t = tk, tk*I, " tm' with

each t. > T. The data are sampled spatially' and it
t-

is likefy that v(x,t) j-s smpled more coarsely in x fcr
ir.q.t t, reflecr-ing the more uniform variations of the

r*oahua data [15]. Values for r'(x,ti) ' t = tI' t2'

! '.,ilh n < r. < t, uill be cbtained by back-
K.I I

solvj-ng. An examination o! John's coeffi^cients for the

backsoiution kernel reveals the addj'tion of decreasing
sj.de lobes for higher orders of approximati'on' as would

i. "*p".t"O 
from the de-blurring of Gaussims [16] '

tne tnirO osder approximation aqrees nicely with
physiotoqical observaiion (vi); see t6' fig' 9b1' The

i.l"qrur for recovering f(x) can be approximated by a

weiqhted sum

ffr
-i v(x,t) ct = I {t - E -r) v(x'tr)

ihereb')' requiring :he different size opera*'ors (ph-vsio-

logicai observation (iii) ) ' It is especial]y rnteres-
ting to note, witn regarC to thj-s sum' that it is only
the dala for t near C tha! needs to be reconstructed'
anc it is p::ecisely these snalLer operators (receptlve
fj-elds) that have been observed to have the extra sloe

lobes [5]; see also Illl fcr Ps-YChophilsical support'

The last remainlnq issue is stabrllt)"- John's
results requlre t:rat tne backsclution be ncn-negatfve'
but v(x,i) can be bctli positi'''e anC negative' Tnerc-

fore we shalL sPii-t the manner ln which v(x't) is
representec, sei-'ara:1ng ihe posl'rve ani negative !'arLa
Recailing pn'ysioiogicai oDservation (v) ' tnat Y-Facf,Ha-i'

neurons have a lcu sponianeous flrang r3te' we j-ntro-

Cuce a snooth api-roximaiion to the "posltive part"
F.,F 

^i 
; 

^h 
.

: {x) = nax [x, C]

+

for x < A. a saturation level; see trg' f' Slmilarly'
set O- (x) = ?. (-x), and note thai

T
(

-l v(x,L)dt = u{x,0) - u(x,T)
)6

slnce I
can then
into

i-(x) -a-(x) =x fot i"i te

is li,near in the range in which it is used ' 'r'!'e

separale -'ne receptive-field convolution data

I
v-(x,:. ) = lK(x-x', t;) ,*(Jf(x') I dx'

)

_l K(x - x', t) (Af) (x') dx'
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v-(x,t.) = K(x-x"t ) ;-\lf(x')) dx'

\r^i6 rtsrt rhic functional form lnpLies that' rt is cnly

ar"-=r.i:. convolutions that are sent rack fron the

retj-na, whrch is :n agreement' wich ihe !)nj'slorcqY
i<' lcl tfis fomulation also suggests r-hat :here

=n.riO'."rt ae a linj-teci range over whrch x-ceiis
:.irar. ii...tly, Hhich is also well kncwn' Patterns

qt.iia.a.r.i'f natching these receptive fields are'

it-i, rrttit.t interestj-ng to noter the ones-to wh!ch

cur visual sYstens are the nost sensiclve i19t' Since

u ur'ta .,' ar; both soiut-icns *'c 'the rea! equatr on
+-

?ith (essenEial.l-:') non-negatlve iata' bcth can be

backsoived ircm t = T to t = tr, wlch tr > l' ln 3

stable fashion. The issj'red daEa v(x't')' as use<i

before, can rilen be recovered fron tie iiilference

v(x,t) = v*(x,t) - v-(x't) '

In s]:marY, r-he reconsr-ruc-'ion rer-hod invoL:es

sanpling 
-and cransnrtElng Ehe recepti"'e fieid con-

"'"f"ai"". 
v, (x,t.) and v-(x't.) for smalf t > 1'

backsoLution of v*(x,t ) sd Y-''x/tr) for t < r' and

(weighted) swing of all these measurenents with the

targlr, smoothed conrclutions' Note that these larger

.onroirtio". are obtained just by Gaussian blurring
of srnall center surround receptive fietds' The back-

solufion is sta-ble for both v+ and v- provided recon-

struction is attempted <iniy as far as some resolution
level E>0, as would be expected from hyperacuity
data.

Ou proPosal differs fmdilentally from those

that im;lic;te the different size oPerators with

notj-ons of "edge detection" [14]' Qualitacively'
this other approach asserts that physica! events such

u. i"ff..tut.u, depth. or iLluninacion changes lake

pi"." ot.. di-fferent sPatla1 "scales"' so thaE

iiff"tana size op€rators are necessar'/ to capture

tfren. llowever, this apProach suffers fron several

pt"Ui"*=. fi.rst, from photomeeric observations' ii

can be shom that the pnysicat Processes responslble

fot g"o.t"titg the lntensity charges operaBe over

*u.y-sc.l.t simultareously [20] and non-Ilneariy'
Second, -.here is the Problen of how ic co!$ine 

"he
i^fotn.tio. at the di;ferent scales' Flnally' tiere

is i.ncreasingly more PsychtoPhysical' and conPutsaticnal

evidence that early titLot it general' af,d anythiig
ilike edge deEection in particular' r€qulres very

i...it.-:."r"*ation Il; 2L; 22)' Nevertsheress'

attenpts have been made within r'his approach to use

ii.-rl.o-"to=sings of the d!fferent size operators

as "edge" locations, and diffusion equations have b€en

used to study th€ir nigration across scales l2Ot 23)'

while our nethoc has some qualit3tive simila-

rj.ty to oEhers based on tshe Shannon sanpling thecren

1"-.q-, 2{l, and references cited cherein)' there are

, fundarental dif terences ' The spatial suPPrt required

for sin x/x reconstructlon is larger than the local
poiy.oriuft EhaE we incorPorated' - 

raising serj'ous

questions abouE accuracy'125)' Also' the j'dea of

backsolving to obtain the hi-ghest frequency data is

not ttlere. Final'l'y, one of the prj-nciple advantages

of Ehat scheme - - noise averaglng in the larger

recepcive flelds -- is present in our scheme as well'

Hhile our reconstruction method denonstrates

the Possibllity of precise image reconstrucr'j'on in

.erlnclpie, i! does nct j-:piy that i-u is necessa:il:;
au^.^g-9lace i-n practice' Perhaps onlY part c: r-:''

scneme !s utilized, sucir as lusi step (i) above'

since :his aLso amounts to an eifec'-ive Gaussran

de-blurring strategY. llany sources of such blur exist
eariy in "'ision, from receptive :.iel"d ccnvolutions io
rcticn snear [26] t-o pnTslological variation !n
:,euronai conducticn ','eLoci-ries' Cr perhaps Ehe reccn-

structlon '-akes place onir' lnpliciLiT' within a sJb-

sequent leveL ot- Frocessi-ng such as or]3i-'Btlon
seiect:cn t:11 ' Ultinately, 'the phTsiology wrli
decrde.
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