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ABSTRACT 
We present a segmentation algorithm which uses pyramid 
data structures as a means for achieving computational effi- 
ciency and for improving the quality of the segmentation. 
Results of experiments on synthetic and actual computed 
tomographic (Cl‘) data are presented, and future enhance- 
ments to the algorithm are discussed. 

J” 

Given an image, the segmentation problem consists of parti- 
tioning the image pixels into a number of different regions 
that correspond as accurately as possible to the underlying 
physical structures represented in the image. 

Of particular use in the design of segmentation algorithms 
are multiresolution pyramids [l]. We present a segmentation 
algorithm that uses two pyramids, a gray level pyramid, that 
is built bottom-up, and a label pyramid that is built top- 
down. The algorithm incorporates a fixed resolution seg- 
mentation method which it applies at each level in the pyram- 
ids. The motivation for using pyramids is to reduce compu- 
tational costs through a coarse-to-fine segmentation strategy, 
and to improve the quality of the segmentation. 

Nathan and Peleg [2], and Nathan [3] describe an iterative 
algorithm for optimal discrete labeling of a set of objects and 
apply it to 2-D image segmentation. Given an image Z(x ,y ) ,  
the segmentation of the images is defined by a labeling 
L ( x , y )  of the image pixels in such a way as to minimize a 
global heuristic cost function 

H = X R ( x , y )  + a D ( x , r > ,  
A Y  J.7 

where R is a roughness measure, D is a discrepancy measure 
(both of which depend on the labeling L), and a is a weight- 
ing factor for D .  R ( x , y )  is defined to be equal to the number 
of 4-neighbors of pixel ( x , y )  whose labels differ from 
L ( x , Y ) ,  and D ( x , Y )  = ( I ( ~ , Y )  - G(X))* where X = L ( x , Y ) ,  
and G(X) is the average gray level value of all pixels labeled 
X. In order to compute this global function H separately at 
each pixel, it is broken into the sum of local functions 
h ( x , y )  = R ( x , y )  + a D ( x , y )  for every pixel in the image. 
Of course, the local value h ( x , y )  depends upon the labels in 
a neighborhood of ( x , y ) .  

The basic step in the segmentation process involves examin- 
ing a pixel ( x , y )  and relabeling it with the label that minim- 
izes h ( x , y ) .  To attempt to get a global improvement in H, 
this local updating is performed at every pixel in the image. 

This process of updating every image pixel is iterated until it 
converges to some final labeling at which stage each pixel has 
its best label. It is possible that a label that is optimal in one 
configuration may not be optimal in the updated one, how- 
ever in our experiments we have found that this process does 
reduce the global value H. 

An interesting feature of the local optimization procedure is 
that it works well even when the initial labeling is quite poor 
- it will still converge quite quickly to a good segmentation. 
It is useful though to speed up convergence by staring with 
an initial labeling that is a reasonable approximation to the 
desired segmentation, and inexpensive to compute. 
One good method is oprimal quantization [4] which quantizes 
the different gray levels in the image into a smaller number 
of discrete levels (equal to the number of labels) in a way 
that minimizes the total squared quantization error. 

Our multiresolution segmentation algorithm incorporates the 
fixed resolution method into a pyramid data structure con- 
sisting of a gray level pyramid and a label pyramid. This 
algorithm is described for 2-D images; the extension to 3-D 
is straightforward. 

First the gray level pyramid is constructed up to some 
appropriately chosen level k. The fixed resolution segmenta- 
tion method is applied to the gray level image It at this level, 
to produce L k ,  the labeling at level k in the label pyramid. 
The initial labeling is done using optimal quantization. 

Lk is passed down to level k-1 of the label pyramid as fol- 
lows: 

Lt-i(x,Y> = L.t( 1 - 4 9  bQJ) 
The segmentation of the gray level image I k - 1  now proceeds 
using the labeling passed down as its initial labeling. Since 
this initial labeling is a reasonable approximation to the 
correct segmentation of image I t - 1 ,  a high proportion of the 
pixels will already be correctly labeled, with most of the 
incorrect labels occurring along segment boundaries. So just 
a few iterations of the label updating procedure are now 
required to converge to the final segmentation. 

This process is continued, working down the pyramids, until 
the original gray level image I o  at the base of the gray level 
pyramid has been segmented. 

The rationale for this strategy is that at each level m of the 
gray level pyramid below the starting level k, the number of 
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iterations required to segment the image I, will be far 
smaller than the number that would be needed if the segmen- 
tation were started from scratch, using optimal thresholding, 
or some other method of assigning the initial labels. Conse- 
quently, when the procedure terminates at the base of the 
pyramid, the total amount of computation will be less than 
the amount that would be needed to segment the original 
image I o  using a direct application of the fixed resolution seg- 
mentation procedure. 

vs. p 

Two different versions of the gray level pyramid were used 
in our experiments, the gaussian pyramid, and the median- 
filtered pyramid. In the gaussian pyramid, at a given level in 
the pyramid, the gray level of each pixel is equal to the 
weighted average of the gray levels of a 5 x 5 block of pixels 
in the level below. For the median-filtered pyramid, the 
median of the gray levels in the 5 x 5 block of pixels is used 
instead of their weighted average. 

The median-filtered pyramid proved to give better results, 
primarily since it preserved the original gray level values. 
The problem with the gaussian pyramid is that if the gray 
level gradient between two adjacent segments is very low, 
these neighboring segments tend to be blended together. 
Conversely, if the gradient is high, a spurious segment is 
produced along the boundary between the 2 true segments. 

EXPERIMENTS 

The multiresolution segmentation was applied to synthetic 3- 
D images which are simplified models of medical CT scan 
data of the human head. These images consist of 64 x 64 x 
20 blocks of data, made up of of five separate segments, the 
background, an outer layer of skull bone, the brain, the 
eyes, and the remainer of the skull cavity which is considered 
“fluid”. levels for these objects were chosen to match those 
in real CT scan images. 

Figure 1 shows the results of applying the fixed segmentation 
method and the multiresolution pyramid segmenttqion 
method to a noisy version of this synthetic head. (Only one 
transversal slice of the head is shown, but the actual segmen- 
tation is done on the full 3-D image, not on separate slices). 
Noise has been added to the image as follows. First the head 
is constructed with sampling noise having a gaussian distribu- 
tion with a standard deviation of 0.1. Additive gaussian noise 
with a standard deviation of 1.0 is then introduced, followed 
by multiplicative gaussian noise with a standard deviation of 
0.05. 

For both segmentation methods, a, the discrepancy weight- 
ing factor, equals 0.05. Figure l(a) shows the result of 
applying the optimal quantization procedure to the image 
data, dividing them into 5 classes. Figure l(b) shows the 
segmentation achieved with the PelegNathan algorithm after 
the 10th and final iteration. 

The results of applying the pyramid segmentation algorithm 
are shown in figures l(c) - l(e). Here 2 levels of the 
pyramid were used. Figure l(c) shows the initial and final 
segmentation at level 1 in the pyramid. The initial segmenta- 
tion is by optimal quantization, and the final result is reached 
in 3 iterations. The final segmentation of the image, reached 
in 4 iterations is shown in figure l(d). 

In terms of the number of local label updating steps 
required, the total savings achieved with the pyramid seg- 
mentation is 52.5%. It is also clear that this method gives a 
better quality segmentation, the reason being that the reduc- 
tion in the resolution in the construction the gray level 
pyramid filters out high frequency noise. 

Figures 2 and 3 illustrate the effect of changing the 
discrepancy weighting factor a. Here a noisier version the 
synthetic head is used; the standard deviations for the sam- 
pling, additive and multiplicative noise are 0.5, 2.0 and 0.05 
respectively. 

In the pyramid segmentation algorithm, a is increased by a 
factor of 5 every time we move up a level in the pyramid. 
By increasing a in this manner, the permissible degree of 
roughness in the image segmentation increases with the 
height of the level at which it is performed. This results in a 
better segmentation, since smaller details in the original 
image are not smoothed away (i.e. given incorrect labels) at 
the higher levels of the pyramid. 

In figure 2 a = 0,001. Figure 2(a) shows the final (9th) 
iteration of the Peleg/Nathan method. The pyramid segmen- 
tation algorithm, using 3 levels, reduces total computation 
time by 32.6% ; it converges after 4 iterations at level 2, 3 
iterations at level 1, and 5 at level 0. Figure 2(b) shows the 
final iteration at the bottom level of the pyramid. 

For a = 0.01 as shown in figure 3, the PelegNathan method 
requires 13 iterations, and the pyramid segmentation con- 
verges after 4, 8 and 7 iterations at levels 2, 1 and 0 respec- 
tively to give 30.3% saving in computation costs. 

The final figure, figure 4, shows the pyramid segmentation 
method applied to real CT scan data. The original image is a 
256 x 256 slice produced by a Philips 310 scanner. This slice 
is divided into 5 segments, using 3 pyramid levels. with a = 
0.001 at level 0, and increasing by a factor of 8 with every 
level up the pyramid. The number of iterations required for 
convergence at levels 2, 1, and 0 of the pyramid are 4, 10 
and 7 respectively. The reduction in computation time, com- 
pared with that required by the PelegNathan algorithm is 
19.3%. 

One problem with the segmentation method is that even 
though it can produce a good segmentation starting with a 
poor initial labeling, if the initial labeling is bad enough, it is 
possible that the process will converge to a local minimum 
that represents an unsatisfactory solution. This is particularly 
likely when there are large differences in the sizes of the 
objects in the image. A small object can get “lost” in the 
higher levels of the pyramid, and if its average gray level is 
close to that of a much larger neighboring object, it may not 
be recovered lower down in the pyramid. We are investigat- 
ing methods for recovering information at finer scales that 
has been lost at coarser ones. 

The current measure of roughness assigns the same penalty 
cost for each neighbor of a pixel that does not have the same 
label as the pixel. We plan to introduce domain dependent 
information so that we can evaluate roughness with the aid of 
a compatibility matrix where the penalty cost reflects some 
feasibility of two objects being neighbors. 
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At present there are three parameters affecting the quality of 
the segmentation that have to be determined a priori ,  namely 
the number of segments, the pyramid height and a, the 
disaepancy weighting factor. We are considering two 
approaches to allow the parameters to be determined dynam- 
ically. The first way is to build this into the procedure itself; 
the algorithm will start off with some given parameters, 
evaluate the quality of the segmentation, and on the basis of 
this result make adjustments to the parameters. A second 
approach is to allow user interaction to guide the segmenta- 
tion. This will be particularly useful in the situation in which 
the segmentation algorithm is part of a larger system that 
provides interactive display and manipulation of 3-D images. 
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